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(Time: 2% hours) (’} {)_ 6 C ?-

Total Marks: 75

B.: (1) All questions are compulsory.
(2) Make suitable assumptions wherever necessary and state the assumptions made.
(3) Answers to the same guestion must be written together.
(4) Numbers to the right indicate marks.
5) Draw neat labeled diagrams wherever necessary.
(6) Use of Non-programmable calculators is allowed.

1] Attempt any three of the following:

al What is computer graphics? Explain computer graphics applications and sofisare.

Solution: Computer graphics is a field of com puter science that is concerned with digitally synthesizing and manipulating visual
contents. It is also some time knows as science and technology of creating, storing, displaying and manipulating images and objects.
The terms computer graphics deals with

. Representation and manipulation of pictorial data by computer.

e Various technologies used to create and manipulate such pictorial data.

. Images so produced.

e Study of methods for digitally synthesizing and manipulating visual contents.
Applications: (Write any five points and explain it).

»  Graphical user interface (GUIs)

>  Entertainment

»  Computer -Aided design (CAD)

>  Computer Arts

»  Education and Training

»  Medical imaging

»  Cartography

»  Stimulations and modelling
Software’s: (Write any five points with its uses).

>  Photoshop

»  CorelDRAW

» Maya

> Flash

» 3D studio

>  Paint brush

»  Animator pro

»  Picasa

» Canvas

b| Explain the operation of CRT, with a neat labelled diagram in brief.

Solution:

Electrostatic deflection of the

eleciron beam in a CRT Phosplior
Vertical Coated Scieen
Deflection

Ba

o Focusing Plites /
R)’:Zm
— - Ty

. Horizontal
Connector Eleciron g
. Deflection
Pins Gun

Plates Electron
Beam
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Working of CRT

The working of CRT depends on the movement of electrons beams. The electron guns generate sharply focused electrons which are
accelerated at high voltage. This high-velocity electron beam when strikes on the fluorescent screen creates luminous spot

After exiting from the electron gun, the beam passes through the pairs of electrostatic deflection plate. These plates deflected the
beams when the voltage applied across it. The one pair of plate moves the beam upward and the second pair of plate moves the beam
from one side to another. The horizontal and vertical movement of the electron are independent of each other, and hence the electron
beam positioned anywhere on the screen.

The working parts of a CRT are enclosed in a vacuum glass envelope so that the emitted electron can easily move freely from one
end of the tube to the other.

Distinguish between Raster scan display device and random scan display device.

Solution:

Raster Stan System Random Scan System

Resolution It has poar 5+ less Resolution becavse 1t has High Resolution because it stares peture

definition is stored asa 1y vaitie s e a3 2 ser of fine cormmands

Eleccron- Electron Beam is diy ected from Electron Beam is ¢

Beam Lne FOW at where D ist

dieclen wwhot s & vo called Vector Display

Cost It is Jess expensive than Randon It 15 Costlier than Raster Scan Svsrem.

o

Refresh Ralie ste is 60 to 80 Fframe per second Refios): Rawe depe whar ofiires

Rate Sisplayed ¢ 30 to 60 times per second
Picture it S1et 2z picture definition i Refresh Buffer sizo it Slocas panre i as & set of line commands
Definition < Frame Buffer ¢z ec Refresh Display File
Line 2lg - Zag line :s o scduce smoath (ine s produs ez bora ise i
Drawing
Realism in shatiow atdvanie shadimg ol
display surfaces e realistic display « °
SCEnES
Image ir uses Pixels stong scan ks
Drawing maga.

Consider a line AB with A= (0, 0) and B= (-5,-5). Apply a simple DDA algorithm and calculate the pixels on the line.
Solutions:

Trace for the algorithm for the line AB.

Step 1: [ Initialize the inputs]

Xi=0andY1=0

Xz:=-5and Y2=-5
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and give suitable example to explain the concept.

Solutions:

This is one of the oldest and most popular line clipping aigorithm devcloped by Dan
Cohen and Ivan Sutherland{To speed up the processing this algorithm performs initial tests
that reduce the number of intersections that mus? be caleulated. This algorithm uses a four
digit (bit} code to indicate which of nine regions contain the end point of line. The four bit
codes are called region codes or outcodes. These codes identify the location of the pomt
relative to the boundaries of the clipping rectangle as shown in the Fig. 5.9.
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Explain the acceptance and rejection test using bit codes in Cohen-Sutherland line clipping algorithm. List the steps of the algorithm




Each bit position in the regiun code is used to
indicate one of the four relative coordinate positions ol
the point with respect to the clipping window - fo the
left, right, top or bottom. The rightmost bit is the first
"""""" bit and the bits are set to 1 based on the following

0000 scheme :
pinscs Set Bit 1 — if the end point is to the left of

1000

-

L=

Q

pncy
-
[}

pury
(=)

the window
Set Bit 2 - if the end point is to the right of
the window
_] Get Bit 3 - if the end point is below the
window

0100

o
—-
(=]
pur
[}
pr
ey
<

Fig. 5.9 Four-bit codes for nine
regions o )
Set Bit 4 - if the end point is above the window

Otherwise, the bitis set to zero

Ouce we have established region codes for all the line endpoints, we can determine
which lines are completely inside the clipping window and which are clearly outside. Any
lines that are completely inside the window boundaries have a region code of DOO_D for bgth
endpointsand we trivially accept these lines. Ariy lines that have a1 in the same bit position
in the region codes for each endpoint are completely outside the clipping recta.ngle, and we
trivially reject these lines. A method used to test lines for fotal clipping is equivalent to th.e
logical AND operator. If the result of the logical AND operation with two end point codes is
ot 0000, the line is completely outside the clipping region. The lines that cannot be
identified as completely inside or completely outside a clipping window by these lests are
checked for intersection with the window boundaries.

Algorithm:

1. Recad two end points of the line say P (x,, y;) and Py (x,, y,).

9. Read two corners (lefi-top and right-bottom) of the window, say (Wx;, Wy, and Wx,,
Wy.,)

3. Assign the region codes for two endpuints P and P, using following steps -
Initialize code wilh hits 0000
Set Bitt - il ix<Wxy)
Set  Bit2 - if (x> Wxy
Set Bit3 — i (y<Wyyp
Set Bit4 - i (y>Wy))
4. Check for visibility of line P, P,
a) M region codes for both eadpoints P and Py are zero then the line is completely
visible. Hence draw the line and go to step 9

b) If region codes for endpuints are not zevv and the logical ANDing of them is also
aonzero then the line is completely invisible, so reject the line and go to step 9.

¢) Ifregion codes for twe endpoints do not satisly the conditions in 4a) and 4b)the
line is partially visible.

&

Determine the intersecting edge of the clipping window by inspecting the region
codes of two endpoints.

a) Tf region codes for both the end points are non-zero, find intersection points P,'
and Pg. with boundavy cdges of clipping window with respect to point P, and
point Py, respeclively

b) Ifregion code lor any one end point is non zero then find intersection point P.: or
Pz' with the boundary cdge of the clipping window wilh respect Lo it

6. Divide the line segments considering intersection points.

7. Rcject the line segment il any one end point of it appears outsides the clipping
window.

8. Draw the remaining hine segments
9. Stop

-

a,gainst window with (mein,y\vmin)z( 15,15) and (X\\ma.\,)’wmnx)z(zs,zs).

Consider P=P; and Q=P for below solution.

Explain Liang-Barsky algorithm for clipping a line and also find the clipping coordinates for a line PQ where P=(10.1 0) and Q=(60,30).

Solution: The Liang-Barsky has developed the efficient algorithm for line clipping. The Parametric equations are given below :




Q. P. Code:

X = X, + tAx
Yy =y, +tAy, 0<t=1
where Ax = x;~x,and Ay =y,-y,

The point clipping conditions (Refer section 5.3.1) for Liang-Barsky approach in the
parametric form can be given as

X X| + tAX £ X0, and

Nt tAy < Ywmax

Liang-Barsky express these four inequalities with two parameters p and g as follows :
tp, € q, i=1,234

where parameters p and q are defined as

wmin

A A

Y wmin

P1 = =8X Q=X = X
Pr = 8% G = Xyma — %
Pr = -8% Q3=Yi- Yumn
Py = Ay, 94 = Yiinax ~ Y1
Following observations can be easily made from above definitions of parameters p and

q.
Iip = : Line is parallel to left clipping boundary.
Hp,=0 ¢ Line is parallel to right clipping boundary.
Hp,=0 : Line is parallel to bottom dlipping boundary.
If p, = : Line is paraltel to top clipping boundary.
Hp =0, and for that value of i,
Ifq <0 : Lineis completely outside the boundary and can be eliminated.
Ifg 20 : Lineis inside the clipping boundary.
p <0 ¢ Line proceeds from outside to inside of the clipping boundary.
Ifp; >0 :  Line proceeds from inside to outside of the cl ipping boundary.

Therefore, for nonzero value of p,, the line crosses the clipping boundary and we have to
find parameter t. The parameter t for any clipping boundary i can be given as

t =3 i=1,2,34

P

Liang-Barsky algorithm calculates two values of parameter t : t; and t, that define that
part of the line that lies within the clip rectangle. The value of 1, is determined by checking
the rectangle edges for which the line proceeds from the outside to the inside_ {p < 0}. The
value of t, is taken as a largest value amongst various values of intersections with ali edges.
On the other hand, the value of t, is determined by checking the rectangle edges for which
the line proceeds from the inside to the outside (p > 0). The minimum of the calculated value
is taken as a value for ..

Now, if t, > t,, the line is completely outside the clipping window and it can be rejected.
Otherwise the values of t; and t, are substituted in the parametric equations to get the end
points of the ciipped line.

- wanen - twmaz Jmaxe VNG ST
Sol.: Here,
X, =10 Xppin = 15
= 10 Yomin = 15
b
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X, = 60 Xeeman = 25

wmax .
y» =30 Vermas = 29

p, = -50 q =-5 pi/q =01

p, =50 Q=15 P2/9; = 03

py=-20 Qx = -5 p:/qs = 0.25

Ps =20 G = 15 Ps/qq = 0.75

t; = max (0.25, 0.1} = 0.25 since for these values p < 0
t, = min (0.3, 0.75) = 0.3 since for these values p > ¢

Here, t, < t, and the endpoints of clipped line are :

Xx; = X, + L Ax
= 10+025x50
= 22.5

YY2 = Y+t 4y
= 10 + 0.25% 20
= 15

XX, = X; +ty AX
= 10+03x50
=25

YY2 = Yitbhay
= 10+03x20
= 16

-

Attempt any three of the following:

i)

15

Describe transformations and matrices in detail.

Solutions: The process of changing size, orientation or positions of objects by a mathematical operation is known as transformation.
Two methods of transformations are

>  Geometric Transformations
»  Coordinate Transformations

[t I
Figure 3.0 An image in 2 2D veontinate sysiem,

This smage can be cunsivdered as a set of paints, where every p«.ln.t in the image h‘as cmmir\-
adtes {1 30 1 the image 38 transtormed and snoved to @ new position then l.hf: point !-'l\'. »
yranstorns inte DL ). The conrdinates of 1Y can be abtained fram the original point I'el
original image wing geometrical delinmon of the pranstormation, o ”

We need to tepredent the above transformation. This transtormation is r-:prcs“:nh\.l '.J
point-to-point transformation. The transformation isapplied to . and y 1o get iranstonm ;'\ru:n

£ and ¥, While representing transformuation, we need 1o have redintion between (x, v and [0 i
This relation may be function, matris. or system of equation.
The most geacral transformation is abtained using the relations
x=fxogh r=glay) {3

where fand ¢ are function of x and y. We assume that the fand ¢ are linear function of xand ¥
for which we get a system of equation for the transformation as
Xmaceby i =exqady (3.2
When wrilten as function of transformation, it is called innsformation function given by
T ¥ = G v Iy ex o) [EX)]
Th'u_ transtormation function may be wsed for phenomenon like scaling, retlection reguned for
perlorming opernion in 20 and M conndinate systenm
The clear we of transformations i o help simplify the Lask of geometric modieling render:
ingy and animation. The detafled discunsions an i can be found in the later part of the boak.

3.2 Transfermation matrix

Any abject or image can be duscribed an 3 seq of poits. For digital processing, matrices &7

used for rcpﬂ-'il‘m“““"l"[ such vbjects. General rules of matedx algebra allow s 1o perfor®
various aperatinig uc.\ :il!‘ic‘ ci.:]a:]nlﬂ The e marrix could be weed for nuRerpus operatina
just by changing the individual elenienty of i matrix, Thus we k) prefer to performyall 1

Jors sl manx called enutriy of trinsfarmmion o trunsforatation matriv, o8 T

nsfomtal .y i
i rix definition of oziginal inisge an rand

= Guppose themat
"'1Iw |r,un'ﬂ.rnﬂ'-‘\! mage B isobtained by et 0 iy T represented by B= A - T, where the

catrixT 13 called the geonte tricud oprraios mateix op sansfarmation matrix, ‘This matrit T
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s all the tules of matriy algeby g For 21y —
i ! 2 svste

oo : s {image o
gt for 3D (object space) has dimension xS (image planes), T has dimension of 2 x

. S8 W requires (4 v ) dese ions of
e cbuects respectively. 1 (o) and (1, v, 2) dese riptions of

o vy W “Q. dN r\\'[{'”l Wl CulL 1 .
\\l vall ll'\ 1 Ll an 4 m ir |8 A BT * l ™
1 . Nl 1 \'ll.l re LA \'1 U ‘ o

. b ) X ] dare Ihl.

. 3 - ' ) )
sonhmates of the onginal pout PP ang transtormed poing p- respectively. The general ;
; e crespectively. The oe ol riv
¢ transformation is given by : ¢ geieral matrix
o

a b

T=l d - (G4)

wherea. & ¢ and d are individual elements of (e Matrix for transformation capable of produc.
ing etfexts like scaling, retlection. rotation, and shearing.

" Consider a point P(x, v) with matrix definition gi;:cu by [x y]. A transformation on this
reint is nothing but multiplication of this point and 2 X 2 transformation matrix

a b
c d

[P}[T]=[x y) j Z =lax+cy bx+dy]=P[x" ¥’ (3.5)

=2

Using homogeneous coordinate transformation matrix, rotate the triangle ABC with A= (2. 3). B= 5,5). and C= (4. 3)bv
45° about the point (1, 1). (2,3).B=(5, 5). an (4, 3) by an angle

Solutlon To sotate an abject about an astatrary o
Ypuimix .y, ), we carry .
transtormations: e Yo, ) We carry out sequence of three

(#) Translale ot fa, Fi b inihearigin,
(b) Rotate the point ubuit aripin.
ic} Translate back the nripin 1 the point (x, .y, )

'The transiation matrix 1o move x5 ) to origin 1 given by

J 9 0
T=lo 1 o
RC. e PR |

The rotation matrix for anticlockwise rotation about onigin is given by
vosfl udn8 0
Ty =[ ~sin8 8 ©
] o 1
The translation matrix to move back the center 1o its original position is given by
a 0
(I
X Yo !

Therefore, the overall (ransformation can be obtained as

1 o 0]lcos® sin8 O}fi 0 o
T=T, T, T,=] 0 1 0||-sin® cos6¢ 0[jO 1 0
X <yo H[ 0 0 1jjx yol
. 0
cos@ sind , [}

= ~sin® csd
~x. cosl + yo3in8 +x; ~x sind —ygeosf+ Vo
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(op)

Therefore, the transformed triangle obtained by substituting the respective values is

47 T2 3 1l vvE VT 0] [-17v3e1 30341 1]
T= B =[5 5 1|l-1/v7 1/¥7 ol=l 8iv2+1 1]
4 t 2 -II = Lo L, = :
Lt 3 0 1 —y3a 1J 1/N2+1 3/42+1 1]

Write a short note on reflection through an arbitrary Plane in brief.

Solutions:

6.6.1 Reflection with Respect to xy Plane

e

Censider point P(x, y, z). The reflection of
this point with respect to xy plane is given by
ponit P(x, y, - 2), as shown in Fig. 6.8
Corresponding  to  this  reflection. the
transformation matrix can be given as

[1 0 0 ; o ¥
Z (X.y.ﬂ)/
M=10 1 g K
| s/

& Pix, v.~2)

{Px.v.2)

Fig. 6.8

6.6.2 Reflection with Respect to Any Plane

Often it is necessary to reflect an object through a plane other than x = 0 (yzplane},y =0
(xz plane) or z =0 (xy plane). Procedure to achieve such a reflection ( reflection with respect
to any plane) can be given as fallows

1. Translate a known point P,, that lies in the reflection plane to the origin of the
co-ordinate system.

2. Rotate the normal vector to the reflection plane at the origin until it is coincident with
+vez axis, this makes the reflection plane z = 0 co-ordinate plane i.e. xy plane.

3. Reflect the object through z =0 {xy plane) co-ordinate plane.

4. Perform the inverse transformation to those given above to achieve Re result.

Let F, (x.. y,. z,) be the given known point. Translate this point to the origin by using
corresponding translation matrix
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6.6.2 Reflection with Respect to Any Plane

Often it is necessary to reflect an object through a plane other than x =0 (yzplane),y=0
(xz plane) or z = 0 (xy plane). Procedure to achieve such a reflection ( reflection with respect
to any plane) can be given as follows -

1. Transiate a known point P,, that lies in the reflection plane to the origin of the
co-ordinate system.

2. Rotate the normal vector to the reflection plane at the origin until it is coincident with
+vez axis, this makes the reflection plane z =0 co-ordinate plane i.e. xy plane.

3. Reflect the object through z =0 (xy plane} co-ordinate plane.

4. Perform the inverse transformation to those given above to achieve the result.

Let P, (x,, ¥.. 2,) be the given known point. Translate this point to the origin by using
corresponding transiation matrix

10 0 0
0 1 0 o
T:

0 0 1 0
!__xo Yo %, -1_‘

Let the normal vector N = nl+nJ+nK

IN| = n{ +n} +n

and A= n% +n§
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As we want to match this vector with z axis, (so that the
parallel to xy plane), we will use the same procedure

-

plane of reflection wil) be
as used in rotation

f

A LU
N N
i"‘n]nz ﬂJ n

0

2
R‘y = [ AN} A IN
[~y -n, n; !

_— £ 0
AN 2 N
[ 0 (U (A
As seen earlier for reflection about Xy plane we have
[T 0 o0 0]
'O 1 0 0
M =
JO 6 -1 0
00 0 1
Now for inverse transformation we have,
[1 ¢ 0 o0
01 0 o0
T = | *
1 6 0 1t o
on Yo Zo 1
A -nyn, ~NjNg 0
Nl AN AN
O O - e I
R, = A Ao
C o |AL ny ony 0
VNN (NI
lo o 0 1

Resultant transformation matrix can be given as
~ -1
Ry = T-R,,-M-R}} -T

Shear a unit cube situated at origin with a shear transformation matrix-

1 —085 025 0
_{-075 1 07 0
Tshear = 0.5 1 1 0
0 0 0 1

Solutions:

A volume matrix representing the origin situated cube vertices in homogeneous coordinates is given as:
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1
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|
I
!

The transtormeg “ordiatey of oy
1

Product operanon [y . . fl_““'"ﬂ'-\' with coordinates | ¥ = 1] areobtained by

Bva’
Vavor,
[UNEER Y
’l LU | l)
Il by ‘ I euss 025 g
DU sy 0
L B ' 0.3 1 ] 0
oo } [t} 0 0
T
010
1.5 1 i ]
1.5 45 125 )
075 115 s
-0.25 7 3
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025 IS 0ys

1
I
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Define Vanishing point and explain vanishing point in different perspective projection in detail.
Solutions:--

A vanishing point is a point on the image plane of a perspective drawing where the two-dimensional perspective projections (or
drawings) of mutually parallel lines in three-dimensional space appear to converge. When the set of parallel lines is perpendicular to
a picture plane, the construction is known as one-point perspective, and their vanishing point corresponds to the oculus, or "eye point”,
from which the image should be viewed for correct perspective geomelry,

Vanishing point in different perspective projections are: (explain in brief)

* One Point Perspective
* Two Point perspective
¢ Three Point Perspective

{ What is meant by view volume? Explain it with different kind of projection.

Solutions:

The volume of space that is actually rendered into the image is called the view volume. Things inside the view volume make it into
the image: things that are not in the view volume are clipped and cannot be seen. For purposes of drawing, OpenGL applies a coordinate
transform that maps the view volume onto a cube.

[TURN OVER]




View voiume is (e
Truncaraa pyramid”
hetwenn the near and
tae clipping planes

Different types of projections are: ( Define each of them with proper diagram and example)

Projectiany
Patalled Piniseiiom g Persoect ive Prote tions
==— = — |
Qithograghic Qti que
PO TR €5 14w dar e TRY RS PR T e e
= Thtes oo
P g v marey g
.
R— ’ . s Cavalier
Mt view Axonomel ric B
L. 3 {atiinet
I
Dt 1
Trimetiig

e

Attempt any three of the following:

15

B

Explain with neat labelled diagram stages in 3D Viewing pipeline.

Solutions : Explain each component in details.

MC — Modeling W Viewng
b —_

—_— . — \V(
Transformation Transformation
————— '
Normaliztion
Projection P Framsformation

Transformation and
Clipping

Viewport

—_— NC —> T
N Trunsformution

— DC

* Modeling coordinates (MC)

* World coordinates (WC)

* Viewing coordinates (VC)

* Projection coordinates (PC)

* Normalized coordinates (NC) ®
* Device coordinates (DC)

=

Explain different coordinates systems and matrices in detail.

Solutions:

independent vectors ( the basics ).

P=aivi+avz+asvi+0

A coordinates system is use to unambiguously represents a point it contains a reference point( The origins and three linearly
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Fig: basic vectors

Different stages in 3D viewing generate and work on different coordinates system as given below. (Explain below points in details
with matrix formation).

Screen Coordinates Systems

Local Coordinates system or 3d modelling coordinates

World coordinates systems

View reference coordinates

Normalized projection coordinates or Normalized devise coordinates.
2D Device coordinates

AN NN AN

i What is light? Explain Radiometry in brief,
Solutions: --
Light is electromagnetic radiation. What we see as visible light is only a tiny fraction of the electromagnetic spectrum, which extends
from very-low-frequency radio waves through microwaves, infrared. visible and ultraviolet | ight 1o x-rays and ultra-energetic gamma
rays. Our eyes respond to visible light; detecting the rest of the spectrum requires an arsenal of scientific instrument ranging from radio
receivers to scintillation counters,
Radiometry is science of measuring light in any portion of the electromagnetic spectrum. There are two aspects of radiometry:
1.  Theory
2. Practice
Practice: the practice involves the scientific instrument and materials used in measuring lights, including radiations thermocouples,
bolometers , photodiodes, photosensitive dyes and emulsions , vacuum phototubes, charge-coupled device and a plethora of others.
Theory: Radiometry theory is mainly based on mathematics and physical discussions which is described below.
> Radiant Energy
> Spectral Radiant Energy
> Radiant Flux (Radiant Power):
> Spectral Radiant Flux (Spectral Radiant Power)
> Radiant Flux Density (Irradiance and Radiant Exitance
>  Spectral Radiant Flux Density Spectral radiant flux density is radiant flux per unit wavelength interval at wavelength A.
> Radiance:
2
L = d*®/[dA(dw cos 9)]
> Radiant Intensity
d| Explain different properties of Bidirectional Reflectance Distribution Function (BRDF).
Solutions:--
1.Domain:-- For a particular surface point x, the BRDF is a four dimensional function:
Two dimensions to specify the incoming direction, and two dimensions to specify the outgoing direction. Futhermore, if the BRDF is allowed
to vary spatially over an object’s surface, this leads to an additional two dimensions.
2. Range: - The BRDF can take on any positive value.
3. Reciprocity: - The value of the BRDF remains unchanged if the incident and outgoing directions are swapped. Reciprocity means that
surface reflection is invariant 1o the dirgction of the light flow. i.e.. the reflected radiance remains unchanged if the light and camera positions
are swapped. This property is essential for many global illumination algorithms and allows lieht to be traced either in the forward or backward
direction.
4. Energy Conservation: - Due to energy conservation, a surface cannot reflect more light than it receives.
e] Explain any two-color spaces in detail.
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Solutions:

A range of colors can be created by the primary colors of pigment and this colors then defines a specifics color space. Color space are
also known as color model . is an abstract mathematical model which simply describes the range of colors as tuples of numbers,

typically as 3 or 4 values or color components.(RGB).

Different types of colors space are: Explain each one of them with neat label diagram

RGB color space
LMS color space
CIELAB color space
CIE’s XYZ color space

PN e

T Write a short note on chromatic adaptation.

Solutions:

Chromatic adaptation. Chromatic adaptation is the human visual system's ability to adjust to changes in illumination in order to preserve
the appearance of object colors. ... On the other hand, a camera with no adjustment for light may register the apple as having varying color.

There are three types of adaptations:

1. Light adaptations : It refers to the changes occurs when we move from vary dark to very light environment.

i.e Dark =" Light
2. Dark adaptatians: it refers to the changes occurs when we move from vary light to very dark environment.

i.e light dark

3. Cromatic adaptation :

Chromatic adaptation is the human visual system's ability to adjust to changes in illumination in order to preserve the appearance of
object colors. ... This feature of the visual system is called chromatic adaptation, or color constancy; when the correction occurs in a

camera it is referred to as white balance.

e

Attempt any three of the following:

Write a short note on back face removal technique.

o

Solutions:

e Lt .........5}“ BUIC Y. L5, © - oe. T NIUWH PIUCeSS

~ [Back face removal,'a simple and j i
v wher:@ol}' onslusualy tiig rrfgies) m?ts; ib:;t[;fz?g; :!]EO::L l:n;a is also called back face culling)
NS g €ra are remove 1 :
§ ;njfnge;me. No faces on the back side of the object will be displaycr:n;;’\:z: :-:lﬂﬂ:;i:;cr{dtf'

of t e iaces. of objects are back faces, this algorithm wil] remove about hnff { l.*al o
polygons in the Image. Primitives or batches of primitives can be rejected in their e?u'l g m!:a]
usually reduces the load on a well-designed system. This is done by comparing the lf:-’lll:’l s
surface normal with the position of the camem.@hc very basic rcezd'ering pi cliie f:n plh Z‘rgﬂn;
face removal includes the following factors: S S

* Polygon data is defined in the objecf space.

* Polygons in an object space are transformed into the world space.
* Polygons in the world space are transformed into a camera space,
* Back face culling is performed.

* Front-facing polygons are rendered.

LThe first step in back face culling is the loading of the polygon data. The way the polygon is
mathematically described will impact ho v back face culling is done. Most of the time, the data
Structure of a polygon is a mesh. Considei.r‘sphere ina 3D coordinate system, as shown in Figure
9.2. From the figure, we can see that some of the triangles that make up the sphere can be seen,
@d some of them cannot, The triangles on the front of the sphere can be seen, while the triangles
on the back of the sphere cannot be seen. The triangles that can be seen are considered 1o be
facing towarg the camera. These triangles are defined as front-facing. The triangles that cannot be
Seen are considered to be facing away from the camera. These triangles are called back-facing.
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decrease iy o ans lovaton value: Moving an object in a negative 2-direction brings it doces
the viewer

Dpicalivithe back face test involves calculating the dot product between the Polv g
normal and the vecter formed from the viewing point to any point on the polvgon If'the :‘:_"‘
Is pegative then the polvaon 1s facing towards the viewer, if the result is positive then the
BOD i facing 2wey STom the viewer and is considered to be back facing.
Jh g @izonith uses a rule that solid objects are made of polvgons. closed, ané co-
1aCe normal pomnts into open space (outward direction). If 2 polvgon on the obvect 15 draws =

Counter-Cockwise direction, the normal calculated by cross products (Newells methad o

point out from the viable side.

2

Let N'be 2 surface normal of the pobvgonandlt E=p - ¢.p ~¢. oo bethedinases
vector from the eve to anv point P on the polygon. Since we are onhv interested in the G o
nresther N nor E needs to be a unit vector. The polvgons visible face cannot be seen by the e
if N- E 2 0. For a right-handed system, the polvgon face isa back face if N - E < (.

If the scene i in eve coordinates. so that E = (0, 0, 1). then the pohvgon’s visible
seen by the viewer if the z component (N) of the surface normal is greater than or eavil o

In general let N=(A. B, O) be the normal vector of the 2 planar pohponal face with N po
the direction of the polygon is tacing. If the direction of the viewing is the direction of the
the polygon face is facing away from the viewer when C > 0. The angle between -anis and N
acute {<907). The polvgonal face is back face when @is acute and fmr:: tece when &1 obiwse

The reason for including C = 0 is that the face is p

tion is either hidden or overlaps with the edges.

’

arallel to the line of sicht. 1nd e ==a

IO LN
e s cv

b| What is meant by BSP trees? Explain algorithm for construction of it with example.

Solutions:

A Binary Space Partitioning Tree (or BSP Tree) is a data structure that is used to organize objects within a space. Within the field
of computer graphics, it has applications in hidden surface removal and ray tracing.

; 9.11 Binary space partitioning trees

In computer graphics, it is desirable that the drawing of a sFene o bo‘%l correct and quick.

| Asim fe way to draw a scene correctly is the painter’s algorithm: draw it from back to fron

| aintijl:g me{ackgmmd over with each closer object. However, the approach is quite limiteq

[ Einoe time is wasted in drawing objects that will be overdrawn later, and not all objects will b,

i drawn correctly. . ;

Z-buffering can ensure that scenes ar¢ drawn correctly and eliminate the ordering step f

| the painter’s algorithm, but it is expensive in terms of memory use. Binary space partitioning
(BSP) trees will split up objects so that the painter’s algorithm will draw them correctly withow

need of a z-buffer and eliminate the need to sort the objects; as a simple tree traversal will yield

them in the correct order. It also serves as a base for other algorithms, such as visibility lists,
which seek to reduce overdraw.

[TURN OVER]



I _ﬁ__ﬁmh‘”““"‘“"ddh—_\_izg_rfiw
s originally proposed in 3D computer £raphics 1o increase the rendering
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e vithins. Some other well-known applications include prrfnrmmg geo-
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cflicieney of 1 ::nm with shapes (constructive solid geometry) in CAD, collision detection in
‘Tl * e op . He :

al n]*:irm computer games, and other computer applications that involye handling of
nd -

This approach W

metric
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M plex spatial scenes. ively subdividing o ~

conj pisa method for recursively subdividing a space into cony ex sets by hyperplanes. ‘This
RSP Is<

vision gives rise 1o a representation of a scene by means of g tree data structure known
sub‘g‘q‘{’ tree. In other words, a BSP Iree represents a recursive, hierarchical Partitioning, ur
as nd'(-iciﬂ“- of n-dimensional space into convex sub-spaces. The BSP tree construction s g
sul.l-:sellh;ll takes a subspace and parsitions i l‘lr)‘ any hyperplane that intersects the interior
Ft:;mt‘suh.ﬁ{\‘.lfc. It is » method uf!\rc.:kn]g up intricately shaped polygons into conve sets,
o fler polygons consisting entirely of non-reflex angles (angles smaller than 180°). The
::S:E:;:‘ two new sub-spaces that can be further partitioned by recursive application of the
mtlhOd- . imensional . - g .

Ahyperplane in an n-dimensiona space is an n - 1 clx.mcnsmnal object that can be sed to
Jivide the space into two h.ﬂ.ilf-spaccs. For example, in a ?D space, a hyperplane is 3 plane. Ina
2D space, a line is used. BSP trees are cxtrcmcl}" \-craulllc.lbccauac they are
and classification structures. T.hc_\' have uses r:mg.mg from hidden surface rem
ing hicrarchies to solid modeling and robot motion pla:min&

BSP trees are closcly related to quadtrees and octrees. Quadtrees and octrees are space
partitioning trees that recursively divide sub-spaces into four and cight new sub-spaces,
respectively. A BSP tree can be used to simulate bath of these structures.

Let us closely look at the building of a BSP tree. A binary SPace partitioning is a generic

process of recursively di\'ldmg A acf:‘nn{ i_ntn two until the partitioning satisfies one ar more
requirements. The precise method of division varies depending on its final purpose. The final
number of objects will inevitably increase, since lines or faces that cross the partitioning plane
must be split into two, and it is also desirable that the final tree femains reasonably balanced
(see Figure 9.16). Therefore, the algorithm for correctly and efficiently creating a good BSP tree
is the most difficult part of an implementation. In a 3D space, planes are used to partition and
, splitan object’s faces; in a 2D space, lines splitan object’s segments.

Given a set of polygons in a 3D Space. we want to build a BSP tree that contains all of the

polygons. The following is the algarithm to build a BSP tree:

powerful sorting
oval and ray trac-

* Select a partition plane.
* Partition the set of polygons with the planc.
* Recurse with each of the two new sets.

Consider another example, as in Figure 9.17, of partitioning an irregular polygon into a series
of convex ones.

" Notice how cach step produces polygons with fewer segments until arriving at (?l.xnc‘i L
which are convex and require no further partitioning. In this particular case, lhc.parlmomng
line was picked between existing vertices of the polygon and intersected nanr'ufus segments.

\ Ifthe partitioning line intersects a segment, or face in a 3D model, the affending segments or

A
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Figure 9.16 A BSP partition for a region of space.

faces have 1o be split into two at the line/plane, because cach resulting partition muy be , fu
independent object (see Figure 9.17). ) '

Note that in Figure 9.17(a), A is the root of the tree. In Figure 9.17(h), A is splitinto g,
C, and in Figure 9.17(c), B splits into D and E. Finally in figure 9.17(d), D splits inta F 3y (,
that are convex and hence become leaves on the tree.

The choice of a partition plane depends on how the tree will be used, and what sy
efficiency criteria you have for the construction. Partitioning a set of polygons with a plap, .
done by classifying each member of the set with respect to the planc. I a polygon lies Enlirsy
to one side or the other of the plane, then it is not modified, and is added to the partition ey 4,
the side that it is on. If a polygon spans the plane, it is split into two or more picces, and 1.
resulting parts are added to the sets associated with either side as appropriate.

The decision to terminate the tree construction is, again, a matter of the specific apphication,
Some methods terminate when the number of polygons in a leaf node is below a maximun,

value. Other methods continue until every polygon is placed in an internal node. Another ¢,
terion is a maximum tree depth.

Partitioning 2 polygon with a plane is a matter of determining which side of the plane 11
polygon is on. This is referred to as a front/back test and is performed by testing each point
the polygon against the plane. If all of the points lie to one side of the plane, then the eny:

® @
OMRE ®
e
GG
@)

(a) (o) ()
Figure 9.17 A binary space partition for an irregular polygon.
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Explain Visible surface ray tracing in brief with neat labelled diagram.

Solution:

Ray tracing is a technique used in computer graphics to create very realistic looking image. We just need to specify the position of
cameras, the lights and the objects in the scene . and a ray tracer will perform the necessary computations to cast shadows and light
upon objects.

The intensity of a pixel in an image is due to a ray of light, having been reflected from some objects in the scene , pierced through the
center of the pixel.

A ray is fired from the centre of projection through each pixel to which the window maps, to determine the closest object intersected.
So, visibility of surfaces can be determined by tracing a ray of light from the centre of projection(viewer’s eye) to objects in the scene,
(backward ray tracing. It performs the following steps:--

a)  Find out ray of light intersects on which objects.

b)  Determine which one of these objects is closest to the viewer.

c)  Setthe pixel color to that object which is closest.

Mathematically, the intersection is of finding the roots of the equation:
Surface -RAY =0

With ,

Ray Equation : r(t) = t(P-C)

Three are three Cases:--

Case 1:- No real roots Surface and ray do not intersect
Case 2:- One real root Eay {@heentially grazes the surfaces
Case 3:-Two real roots —kram hoth intersections. get the one with the smallest value of t.

Disadvantages: --
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Suitable for complex curved surfaces.

Computationally expensive.

Need of an efficient ray-surface intersection technique.
Almost all visible effects can be generated.

Can be parallelized.

Has aliasing problems.

OV A wN e

di Explain Parametric representation of hyperbola in brief.
Solutions:
Hyperbolas in Parametric Form
There are two ways to write the parametric form for a hyperbola. You can choose the form that best fits your needs,
In the first form, a horizontal hyperbola can be described by the equation:
F()x(8)y(t)=(x(t),y(t))=asec(t)=btan(t)
A vertical hyperbola can be described by the equation:
FOX(0y()=(x(1),y(1))=btan(t)=asec(1)
The second form of the parametric equation for a hyperbola uses two functions known as hyperbolic sine (sinh) and hyperbolic
cosine (cosh). These functions are defined as:
sinh(x)cosh(x)=12(ex—e—x)=| 2(ex+e—x)
You can put a horizontal hyperbola into parametric form using these functions:
F(t)x( OY(O)=(x(1).y(t))=acosh(t)=bsinh(t)
And
x(t)y(t)=—acosh(t)=bsinh(t)
The first set of parameters traces the ri ght half of the hyperbola. while the second set traces the left half. This form of the parametric
equation is especially useful for describing the motion of objects that only trace one half of a hyperbola.
¢, Explain implicit and explicit curve representation in detail.
Solutions:--
1.Implicit Representation:-- In two dimensions, an implicit curves can be represented by the equation
f(>.y)=0. The implicit form is less coordinate-system dependent than is the explicit form. In three dimensions, the implicit form
f(xy.2)=0
Curves in three dimensions are not as easily represented in implicit form.
We can represent a curve as the intersection, if it exists of the two surfaces:—-
F(x.y.z)=0, g(x.y.2)=0
2.Explicit Representation :-- The explicit form of a curve is in two dimensions gives the value of one variable i.e. the dependent
variable, in terms of other independent variable.
In x,y space, it is written as, y=f{x).
£ Explain Bezier Surfaces in detail and state it's any five properties.

Solution:

8.10 Bezier surfaces

Bezier surfaces are a species of a mathematical spline used in computer graphics
aided design (CAD), and finite element modeling. As with the Bezier curve, 4 Bevier sor
defined by a set of control points. Similar to interpolation in many respects, the ke dlergg,,
is that the surface does not, in general, pass through the ¢central contrals PO, Righs o
stretched towards those points 45 though each is an attractive torce, They are visualls ,1

and for many applications, mathematically convenient.

[TURN OVER]
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peziel Sll_l‘laces Were Lrst deseribeg in 1972 by the 1
g design automabile Bodies, Bezie = by the French engineer Pierre Begior wiio used

yrfaces generally I'_'lrm'idt‘ enough degrees A chree. -
A Bezier pﬁIL:h 153D surface i

- senerated from the Cartes;
" s e s i 1€ Cartesian product of two CUTVES. A given

o) s detined by

: asctof (m+ Din+1) i

it square into a s } e 5 control points, P
e i ,qu- fiton Smooth and continuoyy surtace embedded withi P £ s
dime"smm_ht)‘ as{P]. in 3 space of the same

A wo-dimensional (2D) Bezier surface

can be defined as a pa ic surf; 2
A pwigiie: b : rametric surface where the'
positiont of a point Pasa function of (he parametric coordinates u, v is given by -

L

Puav)=3 3 B (u)B) (v)p,, (8.19)

i=0 j=Q

11is evaluated over the unit square, where the
pol_vuomials) are defined as follows:

B:"(u) = (';'] o (1- u)m_[ and B] (v) = [:) v (1- v)r‘-j (8.20)

two one-dimensﬁonal basis functions (Bernstein

where

are binomial coefficients.

Generally, the most common use of Bezier surfaces is as nets of bicubic patches (where
m=n=3). The geometry of a single bicubic patch is thus completely defined by a 4 x 4 grid of
16 control points, giving a compact mathematical definition of such a surface without the need
to store each of the interpolated points. It is a generalization of the Bezier curve, in which each
of the four rows of the control points can be thought of as a Bezier curve in 2D. These are typi-
cally linked up to form a B-spline surface in a similar way to the way Bezier curves are linked
up to form a B-spline curve. A Bezier patch representation is powerful for its analytical descrip-
tion of the surface that may then be easily manipulated.

These evenly spaced control points form a surface made up of nine rectangular subpatches.
These control points can be thought of as specifying the desired shape of the patch; it will attain
this shape within the limits imposed by smoothness and continuity. A Bezier patch is gmerata.d
above the control point grid and interprets the shape of the grid to create a surface that is
smooth and continuous. A Bezier patch does not necessarily pass through all of its -:fmtrcl
ﬁ?i“‘s‘—ﬂni}' the four corner points of the control grid are guaranteed to lie on the surface of

€ patch. .

A Bezier patch is defined by a 4 % 4 matrix, P, that contains the heights of the Jéb cor::’*ﬂ

Points. A patch is generated b';,r the function, P(1, v), for values of wand v that are between
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Attempt any three of the following:

15

What is an animation? Explain any two principles of animation in detail.
Solution:

Computer animation is the process used for generating animated images. The more general term computer-generated imagery (CGI)
encompasses both static scenes and dynamic images. while computer animation only refers to the moving images. Modern computer
animation usually uses 3D computer graphics. although 2D computer graphics are still used for stylistic, low bandwidth. and

faster real-time renderings. Sometimes, the target of the animation is the computer itself, but sometimes film as well.

Principles of animations are : Explain any two of them in detail

Timing

Ease In and Out

Arcs

Anticipation

Exaggerations

Squash and Stretch

Secondary action

Follow through and overlapping action

Straight ahead action and Pose to Pose action.

Staging

Appeal

Personality

DY N N NI NI N N R N R

Explain procedural techniques in brief,
Solutions:--

In this technique. the characters are animated by a set of rules(i.e. a procedure) and not by key framing. It is also known as
algorithmic animation.
In this technique Animation is generated by writing a program that results the position/shape/whatever of the view of object the
animator wants to display.
Generally :--
a)  The animator defines the object and their transformations.
b)  He also defines set of rules for how the system will behave(i.e. sequence of animation)
¢} And choose initial conditions for the world.
d)  Then Run the program to simulate rules, to guide what happens.
Rules are often based on physical rules of the real world expressed by mathematical equations.
The basic idea behind this technique is that the moments of an objects can be made procedurally.
The most common technique among number of animation techniques to create the animations procedurally is based on simulating
physics referred as physically-based animation.
With Procedural techniques, it is possible to simultaneously do the computation and generation of animation, the resuits of procedural
animator hasn’t created individual frames.

Advantages :--
Once the program is created, lots of motion can be generated using it.

Disadvantages:--
It is hard to control the animation in this technique.

Categories of procedural animation:---(Define each term )
1.Physics-based animation:-- Its deals with objects which are not alive.
Its includes:--

a)particle system
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b)flexible dynamics
¢)rigid body dynamics
d)fluid dynamics
¢)hair/fur dynamics

2.alife(Artifical life):--Artificial life deals with objects which are virtually alive.
Its includes:--

a)Behavioural animation

b)Artificial evaluation

¢)Branching object generation

Explain different types of deformation in detail.
Solutions:

Deformation is changes in an objects shapes or forms due to the applications of a force or forces.
Types of deformer are: Explain each of them in brief with diagram. '

1.  Bone Deformer (Skeleton deformations)
2. Curve Deformer (Skinning deformations)

What is an Image? Give any five formats of it.

Solutions:

An image is a visual representation of something. In information technology, the term has several usages: An image is a picture that
has been created or copied and stored in electronic form. An image can be described in terms of vector graphics or raster graphics.
An image stored in raster form is sometimes called a bitmap. An image map is a file containing information that associates different

locations on a specified image with hypertext links.

Different file formats of images are given below:( explain any five in details ).

JPEG
GIF
PNG
SVG
TIFF
BMP
BPG

WebP

AU N N N N D N NN

CGM

(1]

Distinguish between lossy and lossless compression.

Solutions:

[TURN OVER]




BASIS FOR

COMPARISON

Basic

Algorithm

Used in

Application

Data-holding capacity

of the channel

LOSSY COMPRESSION

Lossy compression is the family of data
encoding method that utilizes imprecise

estimates to represent the content.

Transform coding, DCT, DWT, fractal

compression, RSSMS.

Images, audio and video.

JPEG, GUI, MP3, MP4, OGG, H-264, MKV,

etc.

More

LOSSLESS COMPRESSION

Lossless compression is a group of data compression
algorithms that permits the original data to be

accurately rebuilt from the compressed data.

RLW, LZW, Arithmetic encoding, Huffman

encoding, Shannon Fano coding.

Text or program, images and sound.

RAW, BMP, PNG, WAV, FLAC, ALAC etc.

Less as compared to lossy method

rh

Explain the concept of histogram equalization. Equalize the following histogram for L=8.

Gray Level 0 1 2 3 4 5 6 7
No. of pixel 790 1023 850 656 329 245 122 81
Solutions:

Histogram equalization is a technique for adjusting image intensities to enhance contrast. Let fbe a given image represented as a mr
by mc matrix of integer pixel intensities ranging. from 0 to L — 1. L is the number of possible intensity values, often 256.




Q. P. Code:

f o e
R ()] (s

2D
o5

DO oo

Qo
°

® OO &)

.

co co &
oou\oc%CE o F C"f'

OO S

e

e
o

Ca s BUA Y a ) ) 5
. 3 \-5 el 1 Jl .v-/ - -J: w ! l‘_’, ké“‘r"‘-;lﬁ-’ iu'u’_ 'f-:'n_\' %\ |:']":-§
vyl — Py p Woos g
= hIE OIS b'ﬁ'—. L =t

- b )
Cotonln 5,-.1;(.9 .

.

v ¢ ”__ —r— A oA
o S’x@f T lo Codeddede’ TDE — Fotmuda refer
Uj_ami’-':hm s?fs -

S0 AP volwe of pdf 9 consden

}x?n ha.'z__|-=|_¢ Qa\ﬁ—’r 0-2,5: O-x'LlLQ
~ Next volug — Qﬂgqﬁ:ﬂ -0-GS
L So Onh gﬁ;@,u;@@_ ’

- S be cafudd

has ta

[TURN OVER]




e

-
ﬁ:.’\/l-—: (—:. "’("!’
:éJ s B G4Y IO S I
(? aa -
9 -

s’ , . <
{.’ -,~/," s
s N sl R

41023
R50

656
"]' 399

(»R\h-{o?--(mo l\mqa}c Yox old. /-J% Fadel, =

13Q

] s
Jaz
.8l

L
O 1 238 4 8§ ¢ F
it New qrug .
H\skoamm Troage, for  Netw %Ué/ laned

0L %50
130 I

443




