D P-coderSG26

(3 Hours) [Total Marks: 100}
are compulsory.

Note: (i) All questions
dicate marks for

(ii)Figures to the right in respective parts.

hen, which of the following is

ii. et fiV _5 W be an isomorphism of vector spa

true?
-Wﬁ-
@ | Alitheabove

nd b a non Z€ro column

ible matrix a

= b, Where A € M,(R) an invert

Consider the system AX

iv
- vector. The solution of above system obtained by using cramer’s rule i
Always unique m May not be unique
Always Zeto m None of these.



&)

lf . |LetGi={1,2, 3) mod 4 under multiplication of residuc classes modulg 4 and Gz = {1, 2}
mod 3 under multiplication of residye classes modulo 3. Then
(a} | Giand G, are groups (b) only Gy is group

1© Tonh Gois group (d) None of these
=

Ans | (¢)
Identity element of group @ under binary operation defined asaxh = a?b'is

@ i CHERE
(c) 1 (d) ( 4
| Ans (b) 2

Q2. ( Attempt any ONE question from the following: (08)

a) |
dimensional then show that
dim ¥ =dim Ker 7+ dim Im7T.

Let VW be vector Spaces over R and 7: V=W be a linear transformation and if ¥ is finite J




Ans

L z LU, € kerT

Proof : We have T: V - W, be a lincar (eansformation, ker T 'V is i subspice
ol V.

LetdimV = nodimkerT = 1, dimW = m

Let B = {upuz -« oo} be busis of ker T As ker T is subspace of V, Bis a
lingarly independent subset of V and hience can be extended 10 a basis ol V.

Let By = [up Uy r e e ooty g qo e+ ot} e @ basis of V. obtained by cxiension
of B.

Letw; = T(V,,,Vi= 1, -1,

Claim : By = {wy, wy, -+ w,.,) forms a hasis of 1, T
Let us prove first, B; is linearly independent

Let ay, as, -+ + + 0, be scalars such that

QW Wt H Wy =

But T(ur.\vl) = wi, T(up42) = oo Tuy) = WL,
" A T(Ues ) + 27T(U 00+ 42, T(uy) = 0

s T(agUes | + Salpga oo e +ily ) = 0

ft—-r

=T Eaiu”i =0

i=1

n-r

i=1

=3 by, by, -+ - b, scalar s.t,

n-r r

E Uy = E by« « -+« as B is basis of ker T

i=1 i=|l '

= b +bpg e A bU = (gt g, = O
As B,
= b

{upug ey gy oo e 1) s lin indépendcﬁt
by = b, = Qand

H




&G ==, =0

= (Wi Wa - W ) is linearly independent - - - - (1)

Clain £ {wy, wa.e -+« w, _ ] spans 1(T)
Letwe |,T

=3ve Vsuchthat T(v) = w,
As B] = IU|. Ua.sv- o0y, U ey lll-+3; .

=3bi, by, b, € R such that

v = b.u.+b3u3+*'--+h,ur+b,+|u..+| +""+bnl1n
As T is linear,

*+ Uy} 18 a basis of V.

o T ST+« v + b+ T(Ops 1y Upy o+ - - + byt o
= Dy T+ 53T(ua) + -« -+ 4 b T(u) + be+ 1T{u,, )+ -+« b TC,) - - - -
as T s linear :

S TV) = bea T )+ by 4 sT(U )+ 50 - + b, T(u,)
UL Uz v u € ker T

=STV) = by Wit bryowa+ -+ hyw, oy

=W = bWyt boawa - + bw

= we span {w, -0 ,w, )
= we [,T=>we span {w,wa oo W)
= [W). Waoreens Wy o} spans LT, ... (D)

= [wp. Waer oo wy o] forms a basis of ImT - - - - From (1) and (1)

Sodim{IpT) =a-r1
dim(kerT) =r
dimv =n = dim([,T)+dim (kerT) = r4n-r.

" | dim (V) = dim (ker T) + dim (1, T)

:‘:sl n =Tr+n-r I

<. Runk nullity theorem is verified.

then prove that T'is injective if-and only if T is surjective.

Let 7 : ¥V — V be a linear transformation where ¥ is a finite dimensional vector space over




Let T :V —V Suppose T is 1-1.
S ker T = {0}
sodimlker Ty = 0.
By rank nullity theorem.
dimV = nullity T + Rank of T
dimV = 0+Rankof T
dimV = dim (I,T)
As 1, T €V subspace of V such that
dimV = dimI,T
= [, T =V
STV =V
- T is onto.
Conversly, suppose T is onta.
2T =V
T(V) = V.
oo dim (I,T) = dimV
-~ Rank nuility theorem,
din (V) =dim (ker T) + dim I, T
= dimV = dim (ker T) + dim V
= dimkerT = 0.
= ker T = {0}
=Tisl~1

. Tis 1~ 1ifand only if T is onto,

fi

| Attempt any TWO questions from the following: (12)

1.

If T : R* — R%such thatT (x,y,z) = (x,y) , show that T is linear. Find ker T, basis of

ker 7" and nullity T.

Ans

Let ('x, y_,-z) e ker T so that

x=0,y=0

Thus we putz =4, _

=kerT = {f((}, 0,1) /t ER}. Therefore the basis of ker F is (0,0,1) and nullity
T=1.

b o—

ii.

Check whether T - R? — B> such that
T (x, ¥, Z_-) = (x +y,x—z,y+ 22) is an isomorphism?




Alte

The matri

10
0 1
0 0

Since Dim V =3 =dim R* T is onto. Therefore T is invertible- Therefore T is an

Show that an n-dimensional
Let X; Xp-eerer x,bea basis of V of dim 1. Therefore for

xeV,x= Zc,.x, Ve, € R
Thus a LT is defined by T ()= (oo ¢, )is one-one.

Since Dim

Let (x, y,_z) e ker T sothat
x+y=0,x—z=0,y+22=0
11
x corresponding to this system 1 0
0 1

0"

0 |. Thus x..=y=z=0::>kerF:{0}

1)

isomorphism

vecto

Let A,
1) det(A2,
i) det(A®

P [R] denot

3
df(x)
I dx u

Dv,=0=0v + Ov, +0v, + 0V,
Dv, =1=1y, +0v, +0v, +0v,
Dv,=2x=-2v,+ 2y, +0v, + 0V,
Dy, =3%"=-3v+ Ov, +3v; + 0V,

B={L1+x1+ 2,14} be the basis.

mpt any ONE question from the foll

A € R?
A%) = 0iff (A}, A%} is lincarly dependent.

e the vector space of all polynomials

(x) € Py

-2 -3

owing:

and ¢ € R. Show that

+ oA, A7) = det(4, A%).

v =n=dimR" T isonto. Therefore T is invertible. Therefore V=R

0
—1 jwhose row reduced form is

2

over R of degree 3 or less an p{f()) =

[R] denote the differentiation mapping. Let

Find [m (D)]Z .




B

(=)

Given: det(4*,A?) =0

T.P.T: {Al, A%} 1is linearly dependent.

Suppose (4%, A%} 18 linearly independent
- {A*, A%} isthe basis of R?
Let Bl = a A* + a,A? and E? = B.AY + B, A?
det(EL,E%) = det(a A" + t2A% g, A + B2A%)
= (@ fz — @2Pr)det (AL, A9
= (. whichisa contradiction.

(&)
Given: {A, A*} 18 Jinearly dependent.
TP.T: det(41,47) =0

As {A, A%} 18 linearly dependent
- Let A2 =cAlc #0,CE€ R
det(Al,A%) = det(A?, cA)

= cdet{A, AV

=0 _
1) det(A* + cA% A%) = det(Al, A®) + det(cA?, AY)

= det(A", A%)

Prove that the general solution of th

TP.T: Setof solutions of the non-homogeneous
{xo +xixisa solution of associated homogene
Claim 1: Every element of (+) is a solution of non-

AX=0 2 Ax=0
Then,A(xn+X)=Ax0+Ax=b+0=b

Let x' be the solution of non-homogeneous system

Now, A(x' —Xo) = Ax' —Axg=b—-b= 0
Hence, x' is:an element of (¥)
~Byclaim 1 and claim 2

= det(4Y,A)) + cdet(AZ, A%)

system is sum of a particular

d homogeneous system.

e non homogeneous
solution of the system and the solutions of the associate

Let AX =bbea non-homogeneous system of linear equations
And AX = 0 be its associated homogeneous system of linear equati
Let xpbe the particular solution of non-homogeneous system AX =
ous system A
homogeneous System
Let x is be a solution of associated homogeneous system

nXg XIS the solution of non-homogeneous system AX=Db
Claim 2: Every solution of non-homogeneous system AX = b is element of (*)

x' =%t (x' — %)

Set of solution of the non homogeneous system is precisely the sum of a particular

solution of the system and the solutions of the associated homogeneous systern.



| Attempt any TWO questions from the following: 12)

3 0 2
“1frAa=|2 0 -2 using adjoint.
9

Define adjoint of 2 matrix. Find A

For 4 € M,(R),
Let A;; be the matrix obtained from A by deleting its ith row and jth column

Let Cij = (—'1)“-} det Al'.j
¢ = (cy)) is called matrix of cofactors
adj(A): = C*

3 0 2
Given matrix is A = (2 0 —2)

0 1 1

2 -2 2
Matrix of cofactors is €=\ 2 3 -
Q 10 Q

2 2 0
Adia)y=ct={-2 3 10)
2 -3 0

. . 1 2 2 0
A =mAdJ(A = -—% 3 10)

Solve the following system using Cramer’s rule.
2xt+yt+z= 1,x-—y+4z=0_,x+2y-—2z=3
2x+yt+tz= 1,x—y+4z —0,x+2y—2z= 3

homogeneous system is
1
3

2 1 1\ /%
(1 -1 4) (y) =
1 2 - z

The corresponding non-

o
o
L d
T
o
|
R
l
by o
e
|
i}
1
w

3 /
\ x= 51 1\ -3
det(l -1 4
1 2 -2
2 1 1
detl 1 0 4) L8
| y = _____.%:_.—-—3-—-—-—'2'— =5

ja P

D
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-

i
N

|
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2z 1
det|1 -1 0 6
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o
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Elementary matrix i

e 3Ac =) %

Cn

& Column yector b

Discuss the

Let 1,2,3.4

and 2 reflections.

figure)

Define Elementary matrix. Which of the fo

1 0 2 1 00 4 3

A=(O 1 0).8-:(0 0 1),c= ; 2)
o 0 1 ]

the mafrix obtained from the identity mattix by applying any of
the elementary row operations:

A is obtained from identity
. Ais elementary matrix.

€ cannot be obtained
. € isnot elementary matrix.

4 € M, (R).Prove that the
solution if and only if rank A=rank (A D)

ONE question from

denote the vertices of 2

the centroid of the rectangle. The

(He= Rotation of

(2) o1~ Rotation of 180°

is linearly dependent with ‘n’° columns of A

=rank (4, b

the following:

(13)(24)- (draW figure)

mattix by applying row operation R, Rt 2R3

Bis obtained from jdentity matrix by applying row operation R, = Rs

- B is clementary matrix.

from identity mairix by applying any of the row operation.

non—homogeneous sy

e 3¢y Cn € R (notall zero) such that c, AT+ g A2+ Fln At =Db

group of symmetries of a rectangle which isnot2 square. 1dentify this group-

rectangle which is not

group of symmetries of G consists of 2 rotations

o . . . . H H =
g° about O in the anhclockwnse direction = \1 2.3 4

about O in the an'ticlockwise direction = (3 4172

llowing are elementary matrices? Justify.

stem of linear equatk

= phhasa solution

a SqQuUare and tet O denote

1234 . (draw

1234 _



Ans

(3) 62~ Reflection about the line passing through O which is the

bisector of side (1,2) = @211;) ~ (12)(34). (draw figure)

pisector of side 1,49)= (‘12’2’:;'5{

= (1,4)(2,3)- (draw figure)

element of G gives the identity element & (this can also be seent g

Therefore G is actaually the Klein-4 group Va.

Define Subgroup. Let G be a group and H, K be subgroups of
subgroup of G but H U K may notbe a subgroup of G.

Let H be
a group under the same binary operation as of G.

Let H,K be subgroups of z.
-'-eEH-andeEK:)eeHnKﬂHnK:#t,b

Consider any @.b € HnK=ab€H anda,b € K

Since H ,Kare subgroups of G, wegetab™ € H andab* €K.
~ H N K is a subgroup of G

Further, H U K may not be a subgroup of G.

a non-empty subset of agroup G. W

8

the following composition tables:

ButHUK = {1,3,5}is ot a subgroup of G since 35eHUK
and§'§=7$HUK.

Let G be a group with identity e.
(p) Show that: (ab)t = p~la~t,va,b EG.
() fa2=eVa€ G, then G 18 abelian.

10

Thus G = {&,01. 02 o3} is a group of order 4. Further, since the squ

perpendicular

4) 03= Reflection about the line passing through O which is the perpendicular

cometrically}.

G. Prove that HnKisa

e say, His a subgroup of G if Hitsel

ab reHNK

For example, Consider the group U ={1,3.5 , 7} under multiplication modulo

LetH = {1,3}and K = {1,5}, then H and K are subgroups of G which follows from

(12)

are of every



(p) To show that for any groupG, (ab) ™t = p~la?

Ans
\?\«’eha\rf:(.:tb)(ab)“1 =e.
Left-multiplying both sides of this equation first bya and then by
'Lhem'oyb’lyie‘lds(t:d:l)'1 N
2 — ¢ and b? = e as also (ab)* = €. which implies

(q) Leta,b € G, then a°

(ab)(ab) = aaﬁbab —a=bab?=ab> ba = ab.

~( is abelian

itiplication modulo 5. Also find order of its

Construct.composition table of Zg under mu
each element.

.= {1,?.,'3,74}
Composition table
1 is the identity. -~ o(1) =1
72 = &, 73=3, 74 =1 ~o(2) =4
32 =1, =1 ~o(3)=4

Let G be a gro
of G containing a@.
H +# ¢, since € = 2% € H. Also, for 2", am€H, at(a™y Tt = n-m g H,

Therefore, H is 2 subgroup of G-
Also, if K is a subgroup of Geontaining @, then &,
aat,a "t = (a)" €K, VR E N. Whence a™ € K ¥n€

the smallest subgroup of G containing a.

a1t € K. Now, since K is a group,
7. ~H S K, s0 that H 18

. (a
Closure ! (-—b
Prove Associative

.. (0 O
Prove Identity is (0 0) |

. a . (—
Prove inverse of ( _ )15.

Attempt any FOUR

.Vn arc

Let T:V —yWhea linear transformation such that kerT = {0}. Prove that if Vy,Vpe-eer

linearly independent then T (vl) T (vz) ........... T (vn) are linearly independent elements of W.
Proof: Let ¢1T01 + T Da+ -omeer s Cplog=0 s
Since T is L7t follows that T (g + +-oee +CyUy) = 0. AS ker T = {o}, this “
implies that €0y + oeee + ¢ty = 0 which {urther implies thaty, Ly worons Cn

ste all zero, proving that Toy, TOg v To, are Ii.
Find the map T : R* —> R?, such that T3, D=2 4) and
1. n=02

11



ns

(x,¥)=a(31)+b(11) 1

X—y b=3y-x
2 2 1

()= (252 0+ (25 o 1
()= P+ (22 )
T(.x,y_):[x;y](2,3')+(13’—2_—x)(1,4)

=(x—y,_5y—3x‘)

=3a+b=xa+b=y=a=

c)

1 "Check whether the set {(2,0,1), (4,1, —1), (—1,0,2)} is linearly dependent or independent using
determinants. '

AE’IS

Columns of A are linearly dependent iff det4 = 0 2

2 4 -1
det ( 0 1 0]|=23=0
.1 -1 2 2
{(2,0,1), (4.1, —1), (—1,0,2)} is lincarly independent 1

d}

1 3
Find Rank of the matrix A = (0 —1 ]. What can you say about the rank of the matrix B which is

3 4
obtained from A by multiplying 2™ row of 4 by 37

Ans

Number of linearly independent columns of A =2 2
~Rank A=2.

We know that rank of the matrix does not change by applying any of the row or column
operations on it. 2
- Rank of the matrix B which is obtained from A by multiplying 274 row of 4 by 3 is also
equals.-2. 1

5

Define the order of an element a of a group Gand show that order(a~1) = order(a).

The order of an element. aof a group is the smallest positive integer m such that a™ =
e, where edenotes the identity element of the group.

I no such mexists, a is said to have infinite order. 1
I[, a™ = e, then repeated multiplication by a~" - n times gives

(a~})" = e. This shows that if @ is of finite order than so is a1 with order(a™) <
order(a).

/ily, +(a"t)~! = a, therefore we see that if a™" is of finite order than so isa = (@~ 1)~1 with
order(a) < order(a~1). Whence, order(a™') = order(a), in this case.

Also, if @ is of infinite order then sois a™* (for if a™!is of finite order then again
we can as above that a is also of finite order.)

Ny, (@)™t = a, therefore if a~! is of infinite order then so is a.

Thus botha and a~! are of infinite order or both are of finite order with
order{a™1) = order(a).

This proves the result. 2

f)

Show that H={ 1, 7,9, 23 } modulo 40 is a subgroup of U(40).

12




Since (1,40) = 1, (7,40) =
H is a subset of U(40).

Composition table

1,(9,40) = 1and (23,4

Closure property Associative 12 law and Identity

mverse (D)™ = 1,(MHt=

73,01 =9.@3)"

H itself is a group under multiplication modulo 40

Hence, Hisa subg

oup of U(40).

13




